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Abstract— Power - optimal traffic routing in bus - networks is
studied from an information theoretic perspective. Power con-
sumption in bus - networks is mathematically related to traffic
patterns leading to theoretically optimal routing strategies and
ultimate performance limits. Networks-on-Chip depending strongly
on efficient communication schemes motivate this work.

I. INTRODUCTION

Network-on-Chip (NoC) is a new paradigm of data processing
structure that is expected to lead the way in high performance
digital design in the future. It arises naturally through the
maturity of the Deep-Sub-Micron (DSM) technologies and the
upcoming nano-technology devices [1]-[2].

As indicated by their name, NoCs are heavily interconnected
structures with highly complicated and sophisticated data com-
munication networks [2]-[3].

Power consumption in on-chip buses and the general global
on-chip signaling network has been an important issue in the
design and performance of advanced microprocessors during the
last decade [4], and several power reduction techniques have
been proposed [5]-[11]. Given the NoC design direction it is
expected that bus-network power optimization will play a crucial
role in the future as well.

This paper introduces an information theoretic framework for
deriving the power-optimal performance of on-chip communi-
cation networks. It is based on the analytical derivations of the
optimal power vs. rate performance of buses presented in [12]
and [13]. Although the concepts in this paper are not tied to
any particular bus technology, the general bus-energy in [14]
has been used to generate concrete examples.

The discussion focuses on optimal routing of the communica-
tion traffic in bus-networks that minimizes power consumption
while maintaining the desirable bit rates. The problem is ap-
proached from an abstract perspective.

II. FROM BUSES TO NETWORKS

To understand the relationship between information flow and
power consumption in on-chip communication networks it is
important that we start with an appropriate model of the same
relationship in single buses. The exact design of the buses is
not important as long as they have an energy cost function
depending on single step transitions. The buses may have
forward encoding schemes for error detection/correction as well.

III. BUSES: POWER VS. INFORMATION RATE MODEL

DSM technology buses suffer from major inter-line parasitics.
A commonly used bus-energy model for energy calculation is
shown in Figure 1 [14].
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Fig. 1. Simplified energy-equivalent model for typical shielded DSM
buses

Here, CL is the parasitic capacitance between a line and
ground (or surroundings) and CI is the inter-line capacitance,
practically limited between successive lines. It is convenient to
write CI = λ CL for the appropriate value λ. Dynamic energy
loss dominates in most buses and is given by Lemma 3.1.

Lemma 3.1: [13]-[14] The energy loss during the transition,
of the n-line bus, from state X = (x1, x2, · · · , xn)T to state
Y = (y1, y2, · · · , yn)T , x, y ∈ {0, 1}n is:

EDSM (X, Y ) =
V 2

cc CL

2
(Y − X)T A (Y − X) (1)
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In general, let E be a bus-energy function and E(X, Y ) be
the energy cost of the transition from state X to state Y .

Definition 3.1: If the n-bit vectors X(k), k = 1, 2, . . .
transmitted through the n-line bus are random, i.e., if X is a
stochastic sequence, the expected energy per clock cycle is 1

Ē(X) = lim
m→∞

1

m

m�
k=1

E � E(X(k − 1), X(k)) � (2)

Energy consumption in the bus is associated with the trans-
mitted information [9], [12], [13], [16]. Consider an n-line
bus and a sequence of transmitted n-bit vectors, X(k), k =
1, 2, . . .. Data (or address)2 sequences are rarely temporally
uncorrelated; that is, in almost all cases, vector X(k) has
some statistical dependance to the previously transmitted vectors
X(1), X(2), . . . , X(k − 1). This statistical dependance corre-
sponds to redundancy which, in principle, can be removed from
the data sequence using coding, resulting in a smaller-in-size
sequence carrying the same amount (or rate) of information [15].

1To avoid technicalities we assume that X = {X(k)}k is stationary.
2From the information theoretic perspective, data and addresses are

both “information” data.
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The entropy rate, H(X), is an information theoretic metric of
the “pure” amount of information carried by stochastic sequence
X , per clock cycle [15]. It is

H(X) = lim
m→∞

Hm 	 X(1), X(2), . . . , X(m) 

m

(3)

where Hm (X(1), X(2), . . . , X(m)) is the entropy of the par-
tial sequence X(1),X(2),. . ., X(m), that is:

Hm � X(1), X(2), . . . , X(m) � = − 

X(1),X(2),...,X(m)

Pr � X(1), X(2), . . . , X(m) � log2 � Pr � X(1), X(2), . . . , X(m) ���
In the sense of the Shannon-McMillan-Breiman theorem,

H(L) equals the expected number of bits needed to express
the information content of the vector X(k)3 [15]. Moreover,
under certain but general conditions3, two stochastic sequences
having the same entropy rate can be considered equivalent to
each other in the sense that in principle we can find coding
schemes mapping one to the other [15]. Based on this we have
the following definition.

Definition 3.2: The minimum average energy required per
clock cycle to transmit m, 0 ≤ m ≤ n, information bits, on
average, per clock cycle is

E∗(m) = min
X : H(X)=m

Ē(X) (4)

The following theorem provides us with the lower limit of
communication energy.

Theorem 3.1: [12]-[13] Consider an n-line bus with energy
function4 E. The minimum average energy, per clock cycle, for
transmitting, on average, m, 0 ≤ m ≤ n, information bits,
per clock cycle, is E∗(m) = 1

µ
gT S g where γ is the positive

solution of the equation

m =
1

ln(2) � ln(µ) +
γ

µ
gT Sg � , (5)

µ = µ(γ) is the maximal eigenvalue of the matrix

W (γ) = � e−γ E(x,y) � 2n
−1

x,y=0
, (6)

g is the corresponding normalized eigenvector, ‖g‖2 = 1, and

S(γ) = � E(x, y)e−γ E(x,y) � 2n
−1

x,y=0
. (7)

Example 3.1: Consider a DSM bus with energy model like
that in Figure 1. The transition energy cost is given by equation
1 and for simplicity we set V 2

cc CL = 1 and n = 8. The
minimum (normalized) energy per clock cycle as a function
of the entropy rate is shown in Figure 2 for λ = 3, 5 and 10.

The maximum (top right) of the curves equals the expected
energy per cycle, Eu, when the transmitted sequence X is
formed out of independent random variables uniformly distrib-
uted in {0, 1}n. It is

Eu =
n

4
(1 + 2λ)V 2

cc CL (8)

3e.g. when X(k) is ergodic.
4For simplicity it is assumed that E is symmetric.
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Fig. 2. Minimum energy per cycle for entropy rate m.

IV. POWER VS. RATE APPROXIMATE MODEL

Function E∗ provided by Theorem 3.1 can be approximated
by (9) which is simpler and easier to handle analytically.

E∗(m) u � 1 − 3

�
1 − m/n � Eu (9)

Figure 3 shows the exact and approximate values of E∗ for
the case λ = 5 of example 3.1. It is φ(m) = 1− 3

�
1 − m/n.
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Fig. 3. E∗ and its approximation for DSM bus with n = 8 and λ = 5.

Different buses may run at different clock frequencies, have
different widths and perhaps different coding schemes. Instead
of the entropy rate m and minimum energy per cycle E∗ it is
convenient to define and use the rate and minimum power.

Definition 4.1: The rate R of a bus is R = mf , where m
is the average number of information bits transmitted per clock
cycle and f is the frequency of the bus clock. The maximum
rate is Rm = nf where n is the width of the bus. The minimum
power consumption (MPC) of the bus is P = E∗(m)f where
E∗(m) is the minimum energy per clock cycle at entropy rate
m, given by Theorem 3.1.

Using the bus-energy model in Section III equations (8) and
(9) result in P u Θ(R, RM ) where

Θ(R, RM ) = β RM � 1 − 3

�
1 − R/RM � (10)

and factor β is the same for all buses. Without loss of generality
we set β = 1. RM is the maximum rate of the bus.
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V. NETWORKS: TRAFFIC ROUTING POWER OPTIMIZATION

The information flow through buses is assumed optimal, in
the sense that rate (entropy rate) and power (energy per cycle)
are related as in Theorem 3.1 and are approximated by (10).

Case 5.1: Consider the simple case in Figure 4 where node 1
transmits data to node 2 at a rate R. Two identical buses (thick
gray strip with arrow indicating the direction of the bus) with
maximum rate Rm are available and dedicated to this purpose.

1 2R 1R

2R

MR

MR

Fig. 4. Two identical and dedicated buses from node 1 to node 2

The data traffic can be split into the two buses and the data can
be recombined at the other end. The following constraints must
be satisfied 0 ≤ R ≤ 2RM , 0 ≤ Ri ≤ RM and R1 +R2 = R;
the total power is PT = Θ(R1, RM ) + Θ(R2, RM ).
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Fig. 5. Total power consumption of the scheme in Figure 4

Figure 5 (dashed surface) shows the total power consumption
of the configuration in Figure 4 as a function of the rates R1 and
R2. It has been set RM = 1 and all variables are considered
dimensionless. The solid lines indicate the intersection of the
surface with the plane R1 +R2 = R for different values of the
total rate R. The dots correspond to the pair (R1, R2) leading
to minimum power at a given rate R1 + R2 = R, i.e.

min
R1 + R2 = R

R1, R2 ≥ 0

Θ(R1, RM ) + Θ(R2, RM ) (11)

Since the two buses are identical and the cost function
Θ(·, RM ) is convex, the optimal solution is R1 = R2 = R/2.

Case 5.2: A variation of the previous case is shown in Figure
6. The buses are dedicated but have different rates, RM1

, RM2
.

Figure 7 (dashed surface) shows the total power consumption
as a function of the two rates R1 and R2 when RM1

= 4 and
RM2

= 1. Again, the solid lines indicate the intersection of
the surface with the plane R1 + R2 = R for different values
of the total rate R. The dots correspond to the pairs (R1, R2)
solving the power minimization problem

min
R1 + R2 = R

0 ≤ R1 ≤ RM1

0 ≤ R2 ≤ RM2

Θ(R1, RM1
) + Θ(R2, RM2

) (12)
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Fig. 6. Two different and dedicated buses from node 1 to node 2
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Fig. 7. Total power consumption of the scheme in Figure 6 when
RM1

= 4 and RM2
= 1

The Kuhn-Tucker conditions for (12) imply R1/R2 =
RM1

/RM2
and the following solution for 0 ≤ R ≤ RM1

+RM2

R1 =
RM1

RM1
+ RM2

R , R2 =
RM2

RM1
+ RM2

R (13)

Case 5.3: Suppose that the buses in the configuration of
Figure 6 are shared as shown in Figure 8; signals of total rate
R3 are also transmitted through bus 1 and signals of total rate
R4 are transmitted through bus 2. These imply the constraints
0 ≤ R1 ≤ RM1

− R3 and 0 ≤ R2 ≤ RM2
− R4.
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Fig. 8. Two different and shared buses from node 1 to node 2

Without any transmission from node 1 to node 2 the power
consumption is Θ(R3, RM1

)+Θ(R4, RM2
) due to R3 and R4.

We want to minimize the additional power consumption, Pad,
due to R, where

Pad(R1, R2) = Θ(R1 + R3, RM1
) − Θ(R3, RM1

)

+ Θ(R2 + R4, RM2
) − Θ(R4, RM2

) (14)

The corresponding optimization problem is

min
R1 + R2 = R

0 ≤ R1 ≤ RM1
− R3

0 ≤ R2 ≤ RM2
− R4

Pad(R1, R2) (15)

The solution of the problem is:
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• If R3

RM1

≥ R4

RM2

: then the solution of (15) is R1 = 0

and R2 = R when 0 ≤ R ≤
RM2

RM1

R3 − R4, and, for

R >
RM2

RM1

R3 − R4 it is given by

R1 =
RM1

R4 − RM2
R3

RM1
+ RM2

+
RM1

RM1
+ RM2

R (16)

R2 =
RM2

R3 − RM1
R4

RM1
+ RM2

+
RM2

RM1
+ RM2

R (17)

• If R3

RM1

< R4

RM2

: then R1 = R and R2 = 0 for 0 ≤ R ≤

R3 −
RM1

RM2

R4, and, for R > R3 −
RM1

RM2

R4 the solution is
given by (16) and (17).
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Fig. 9. Power consumption of the scheme in Figure 8 due to R1, R2

Figure 9 (dashed surface) shows the additional power con-
sumption, Pad, as a function of the two rates R1 and R2 when
RM1

= 4, RM2
= 2, R3 = 1.5 and R4 = 1.5. The solid

lines indicate the intersection of the surface with the plane
R1 + R2 = R for different values of the rate R. The dots
correspond to the solution of the minimization problem (15).

Case 5.4: Consider now the network in Figure 10. Node 1
transmits to node 2, at rate R, through the five buses which are
also used for carrying other information streams as well. The
total rates in the buses are R1 to R5 and their capacities are
RM1

to RM5
respectively (the capacities are not shown).
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Fig. 10. Network of shared buses supporting communication from
node 1 to node 2

The network implies the following constraints:

0 ≤ Rk ≤ RMk
, k = 1, 2, ..., 5

R + U1 = R2 + R1

U2 + R1 = R3 + R4

U3 + R2 + R3 = R5

and the total power consumption is

PT =

5�
k=1

Θ(Rk, RMk
) (18)

The problem of minimization of PT , given the constraints
above, can be solved using the Kuhn-Tucker conditions.

For example, if RM1
= 3, RM2

= 3, RM3
= 2, RM4

= 3,
RM5

= 5, U1 = 2, U2 = 2 and U3 = 1, and the transmission
rate is R = 2, then the minimum power consumption is achieved
if we route the data (rates) as: R1 = 1.58, R2 = 2.42, R3 =
0.85, R4 = 2.73 and R5 = 4.27. The corresponding minimum
power is PT = 6.29.

VI. CONCLUSIONS

The power - optimal traffic routing in bus - networks has been
approached from an information theoretic perspective.

Mathematical relations between power consumption and in-
formation traffic in bus - networks have been introduced and led
to derivations of optimal performance bounds. Several examples
have been used to illustrate the abstract concepts.

The work has been motivated by the major requirement for
power efficient communication strategies in Networks-on-Chips.
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