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Abstract

A fast and reliable design tool for real-time simula-
tion of clock grids is presented here. Its implementation
is orders of magnitude faster than SPICE, which makes it
well-suited for the analysis of a multitude of design op-
tions early in a project. The mathematical formulation
fully models a regular RLC clock grid with arbitrarily lo-
cated loads and input sources. The algorithm is validated
using numerical data and SPICE simulated skew numbers
from the Alpha 21364 microprocessor.

1. Introduction

Clock grids have several appealing characteristics that
make them an appropriate choice for digital integrated cir-
cuit designs. They are tolerant to process, voltage, tem-
perature, and load variations, have design convenience for
chip circuitry, and have deterministic skew that can be
neutralized by incorporating the RC skew into the timing
tools. The sum of these advantages results in a clock de-
sign that has a compelling time-to-market advantage be-
cause it can easily accommodate late design changes in
underlying chip circuitry. This outlines the reasons many
high-end microprocessors have used grids as part of their
clock distribution network hierarchy [1]-[4].

The shortcomings of clock grids, however, are well
known by those who have studied their advantages. First,
they use more power than an optimized approach [5], sim-
ply because there is generally more interconnect than for
point-to-point routing. Second, the simulation time can be
daunting. A modern microprocessor clock grid that cov-
ers its die requires a huge RLC network with non-uniform
capacitive loads. Using SPICE to model this type of grid
can take an impractically long time (i.e., more than a few
days). Considering that SPICE simulation time goes as
the cube of the number of elements, one can easily see
that formerly applicable techniques may not scale to next-
generation designs.

Hence, if power concerns can be overcome, simulation
time is a major issue possibly blocking the adoption of a
clock grid. In the incipient stages of the design, before the
floorplan is stable, quick turnaround time is essential for
a clock CAD tool. During this early design phase, exper-

imental comparisons are necessary, and major implemen-
tation and layout changes are common. Since the loads are
not well known, the usefulness of SPICE-level accuracy is
questionable. There is, consequently, a design niche for a
clock grid simulation CAD tool that can quickly solve ar-
bitrarily large grids with reasonable accuracy.

Previously published methods for fast grid solutions do
not meet all the requirements of this early design phase.
Asymptotic Wave Expansion [6]-[7] has proven to be a
good choice for simple RC grids, but becomes unstable
once inductance is taken into account. Model Order Re-
duction [8],[9] is a method leading to accurate results, but
has a long setup time which is not suited to frequent de-
sign changes. Such a method is more appropriate for the
analysis of a given structure throughout different operat-
ing conditions, not the analysis of a wide range of design
options for various capacitive load patterns. Other explicit
fast solution methods [10]-[11] are available, but are prone
to more complexity, instability, or roundoff errors from al-
ternating between continuous and discrete modeling.

The algorithm described in this paper solves for clock
skew on an RLC network with linear simulation time. It
assumes a rectangular grid element with uniform R and L
interconnect parameters, but arbitrary C (gate and inter-
connect) load and placement. Clock grid drivers are ap-
proximated by Thevenin sources with time-varying resis-
tances, thus modeling input driver skew due to variations
in the clock distribution network. Driver placement is also
arbitrary on the grid. Although the grid elements must be
rectangular, the method allows missing grid points, so that
a huge variety of grid shapes is permitted. Overall, the
method is quite general and useful for clock grid design.

2. Method Presentation

Assume in the following a rectangular, regular, and
uniform clock grid made ofN × M nodes. Every node
Vij on the grid is connected to its horizontal and vertical
neighbors on the grid with an RLC-modeled wire. In ad-
dition, a source and a load can be attached to it. Figure 1
shows the model of nodeVij and its nearest neighbors. All
interconnects are assumed to have the sameR andL. The
termCij is the capacitance to ground of node(i, j), which
includes both the interconnect capacitance and any load
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capacitance from the gates driven by the clock grid.rij(t)
is the time-dependent equivalent resistance of the driver
(if any) connected to node(i, j). If there is no driver, then
rij → ∞. The voltage sourceuij(t) is arbitrary and

Figure 1. Internal grid element model

independent from all other nodes. For boundary and cor-
ner nodes of the grid, the model is similar but with only
three and two neighboring nodes, respectively. Applying
Kirchhoff’s current law in Laplace space to internal node
(i, j) yields

sCijVij =
1

Ls + R
(Vi+1 j + Vi−1 j + Vi j+1

+Vi j−1 − 4Vij) +
1

Rij
(Uij − Vij) (1)

whereUij andRij are the Laplace transforms of the volt-
age source and the driver resistance, respectively. To sim-
plify the notation, operatorD is defined as follows:

DVij = Vi+1 j + Vi−1 j + Vi j+1 + Vi j−1 − 4Vij (2)

for any internal node. The expression ofD is similar for
side-boundary nodes (with 4 terms only), and for the cor-
ner nodes (with 3 terms only). Equation (1) becomes

sCijVij =
1

Ls + R
DVij +

1
Rij

(Uij − Vij) (3)

or, in the time-domain, a differential equation of the sec-
ond order,

LCij V̈ij + RCij V̇ij = DVij +
L

rij
(u̇ij − V̇ij)

+
R

rij
(uij − Vij),(4)

∀(i, j) ∈ [1, N ] × [1,M ]. Note that this equation
would be of the third order if the grid was nonuniform
in terms ofL andR. Defining the new set of variables
{Wij}(i,j)∈[1,N ]×[1,M ] such that

V̇ij = Wij +
1

rijCij
uij (5)

and substituting Equation (5) into Equation (4) leads to
the following matrix system:[

V̇ij

Ẇij

]
=

[
Wij

T Vij + SWij

]
+

[
qij

−q2
ij

]
uij (6)

whereT = pijD − R
L qij , S = −R

L − qij , pij = 1
LCij

,

qij = 1
rijCij

, andP andQ1 are their associated matrices,
∀(i, j) ∈ [1, N ] × [1,M ]. Finally, in full-operator form,
Equation (6) can be written as a2N ×M system:

Ẏ = AY + u · Z (7)

whereY =
[

V
W

]
, operatorA =

[
0 I
T S

]
is linear

in Y (whereI is the identity operator), andZ =
[

Q1

Q2

]
with Q2 = {−q2

ij}(i,j)∈[1,N ]×[1,M ]. To solve Equation
(7), explicit methods like Euler’s cannot be applied, as
they do not meet the following requirements: uncondi-
tional stability, very low startup time, very low memory
requirement. A method with such properties is the implicit
one that is used in SPICE, the second-order Runge-Kutta
method, and can be defined for variableY as

Yk = Yk−1 +
h

2

(
Ẏk + Ẏk−1

)
(8)

whereh is the time step,Yk = Y (tk), andtk = k · h,
∀k ∈ N. Discretizing Equation (7) accordingly and in-
cluding it into Equation (8) finally yields(
I − h

2
A

)
Yk =

(
I +

h

2
A

)
Yk−1 +

h

2
u(tk) · Z(tk)

+
h

2
u(tk−1) · Z(tk−1) . (9)

Solving Equation (9) is computationally expensive due to
the inversion of linear operatorB = I − h

2A. However,
by setting the time step such thath

2 ‖ A ‖≤ 1 for a given
norm, the inverse ofB can approximated by a Taylor ex-
pansion of the form

inv (B) ∼= I +
∑

n∈N?

hn

2n
An. (10)

An expansion to the fourth order showed to be sufficient.
If the infinity-norm is used, it can be shown, using Equa-
tion (7), that

‖ A ‖≤ max
{

1,max
{

8pij +
R

L
| qij | + | sij |

}}
, (11)

which allows us to determine an upper bound forh:

h ≤ 2

max
{

1,max
{

8
LCij

+ R
LrijCij

+ R
L + 1

rijCij

}} . (12)
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3. Numerical Validation

After successful validation of the method on canonical
cases, real data were used from the Alpha 21364 micro-
processor [1]. The 21364 has two levels of clock grid, a
coarse one (called NCLK), covering most of the die, and
a finer one, two levels of inversions after NCLK, made of
local independent clock domains associated with different
logical units throughout the die. Presented here are the re-
sults obtained for one of the local domains, called Z1CLK,
and for NCLK.

For Z1CLK, the total number of grid points for the fast
algorithm is92× 162 = 14, 904, leading to about95, 000
elements in SPICE. The non-uniform load distribution and
69 driver locations are shown in Figure 2. The simulated
skew results are presented in Figures 3 and 4 and are in
good agreement. The difference in skew is less than 10%
at all nodes. The SPICE simulation took 4 hours of CPU
time on an ES40 AlphaServer and the fast algorithm less
than 10 minutes on a Pentium 4 workstation.

For NCLK, the total number of grid points for the fast
algorithm is188×266 = 50, 008, leading to over200, 000
elements in SPICE. The non-uniform load distribution and
320 driver locations are shown in Figure 5. The simulated
skew results are presented in Figures 6 and 7. Skew values
agree quite well throughout the grid. One area of discrep-
ancy is noticeable near point(75, 150). In this region, the
final NCLK grid was depopulated horizontally [1], which
is not included in our simulation. The simulation took
more than 12.5 hours with SPICE and about 30 minutes
with the fast algorithm. This25× speedup gets dramati-
cally larger for bigger clock grids.

4. Conclusion

The fast algorithm has been presented here and vali-
dated numerically on existing data from the Alpha 21364
microprocessor. Its speed, versatility, accuracy, and ease
of use make it an appropriate design tool for clock grid
analysis, and more specifically for skew analysis. This
algorithm can also, with little added complexity or CPU
time, compute risetime, overshoot and undershoot. With
slightly more effort, it can also include different wire pa-
rameters for orthogonal interconnect directions. Although
not a replacement for SPICE for when extremely accu-
rate simulations are needed, it allows the exploration of a
vast number of clock grid options as well as a quick anal-
ysis of any last-minute floorplan change or major circuit
redesign.
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Figure 2. Z1CLK (a) load and (b) driver distributions

Figure 3. Z1CLK skew from SPICE

Figure 4. Z1CLK skew from the fast algorithm

Figure 5. NCLK (a) load and (b) driver distributions

Figure 6. NCLK skew from SPICE

Figure 7. NCLK skew from the fast algorithm
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