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Abstract: In this work we ask: How much can we reduce the
power consumption in deep-sub-micron buses using coding tech-
niques? We answer the question in two steps. First we give the
minimum energy per information bit required for communicating
through deep-sub-micron buses. Then, we show that the minimum
energy is asymptotically achievable using coding. In addition, a
simple differential coding scheme is proposed that achieves most
of the possible energy reduction. The methodology used here also
applies to more general communication and computation models.

Introduction

During the last few years researchers have examined devices in
VLSI circuits from an information and communication theory per-
spective [11,[21,[31,[4]. A lot of exciting new results have been pro-
duced including the relation between information rate and
transition activity in binary sequences {3]. The transition activity

T, of a circuit node (or line) is a useful power measure when the

node (or line) is de-coupled from any other active node in the cir-
cuit. If this is true, then the transition activity is translated into

power consumption equal to P = T,C, V‘Z,d/ 2, where C; is the

capacitance between the node (line) and ground. As technology
scales down not many nodes, neither lines can be regarded isolated
or shielded any more. Coupling between nodes (or distributed
lines) implies that power dissipation depends also on their cross-
activities (see [7] for an extensive discussion) and therefore the
simple power formula of the transition activity that has been used
extensively in the past is not valid here. In many cases like deep-
sub-micron buses, the coupling between lines is much stronger
than the coupling between individual lines and ground. The pur-
pose of this work is to answer the fundamental questions:

1) What is the minimum energy required per information bit for
communicating through deep sub-micron buses? 2) Is the minimum
energy achievable using coding?

To study the relation between power dissipation and information
rate in deep-sub-micron buses, we introduce a new mathematical
framework based on the notion of noiseless finite-state (NLFS)
channel (def. 1). Buses are special cases of symmetric NLFS chan-
nels. In Theorem 1 the fundamental lower bound of the energy/bit
is given. Theorem 2 shows that the bound is asymptotically achiev-
able using coding. Finally, a class of simple differential coding
schemes is presented. The schemes have low encoding and decod-
ing complexity and provide significant energy reduction when used
with DSM buses. The details of the proofs along with extensive
discussion and generalizations can be found in [5].
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1. INFORMATION TRANSMISSION AND ENERGY
CoST IN NLFS CHANNELS; DEFINITIONS

Consider a single isolated line in a digital circuit carrying a
sequence of binary values x(1), x(2), x(3), ... . The energy dissi-
pated at time k by charging and discharging the parasitic capaci-
tance between the line and ground depends only on the two values
x(k—1) and x(k), i.e. the transition of the line (and of course the
capacitance and ¥, ). This property can be generalized:

Definition 1: A noiseless finite-state (NLFS) channel is a dis-
crete communication device of some alphabet 4 and such that the
energy cost E for transmitting x(k + 1) depends only on x(k+ 1)
and x(k), that is, the energy is a function of the transition,
E = E(x(k) > x(k+1)).

The cost of transmitting the sequence x(1), x(2), ..., x(m) assum-
ing the channel starts with x(0) is,

m-1

E(x(0), x(1), ..., x(m)) = 2 E(x(k) > x(k+1)) (€))
k=0

Example 1: For the case of a bus with n isolated lines each hav-
ing parasitic capacitance C; to ground, the energy dissipated dur-

ing the transition from w = (w,...,w,) to z = (z, ...,2,) is:

" VZ.C

= dd-'L

E(w—z) = (Z wi®zi)-T )
i=1

Example 2: A deep sub-micron (DSM) technology bus can be

approximately modeled as in Figure 1 [6]. The boundary capaci-
tances are due to fringing effects and the energy dissipated during

the transition from w to z is given by [7]:
Ew—z)=(z-w)T-C-(z—w) V3,;/2 3

(the formula holds for the case of distributed wires with inductive
coupling as well). The matrix C is given by expression (4) and
A=C/C;.

Figure 1: Shielded DSM bus.
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Consider a NLFS channel with a given transition energy function
E and alphabet A4 , carrying a stochastic process X = {X(k)};.

X —» NLFS channel —» X

X(k)e A

Figure 2: Noiseless finite-state channel.

To quantify the information rate through the channel, we pose the

minimal assumption that the process is stationary'. Then, the
expected number of transmitted information-bits (i-bits) per chan-
nel use equals the binary entropy rate of the process:

H(X) = lim HX(1), X(2), ..., X(m))

m— oo m
(in i-bits/channel use). The channel has alphabet 4 and so the
maximum bit rate is the capacity of the channel, H,, = log,|4| .

Since the random process X carries only H(X) i-bits per channel
use we can say that X utilizes the bus by a factor of

p(X) = H(X)/H,,

We call p(X) the utilization of the channel by the random process
X.Itisof course 0<p(X)<1.

Example 3: A bus with n lines can carry H,, = n bits at a time.

Suppose that n = 2 and X is the stationary Markov information
source of Figure 3.

0.261

0.239

Figure 3: A stationary Markov information source.

The process X has entropy rate H(X) = 1.02 and therefore it uti-
lizes the bus by the factor p(X) = 1.02/2 = 0.501.

Regardless of the particular structure of a NLFS channel the infor-
mation transmission is always associated with certain energy con-
sumption. The stationarity' of X allows the following definitions:

1. The stationarity is stronger than what we need. All the
results can be directly extended for cyclostationary or other
- more general classes of random processes.

Definitions: The average energy per channel use of the station-
ary stochastic process X is:

m-1

E,(X) = lm 1Y ECX(R) > X(k+1)) ®)
moe T

where the expectation (over-line) is taken with respect to the ran-
dom variables X(k) and X(k+ 1). Since H(X) i-bits per channel
use are transmitted in average we define the average energy per
information bit of the process X to be:

Ey(X) = E,(X)/H(X)

Example 4: Consider the DSM bus of Figure 1 with n = 2 and
A = 5. The energy costs of the 16 transitions can be calculated
using (3). They are shown in Figure 4 in muitiples of Vg 4C - (the
costs are symmetric).
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Figure 4: Transition costs of aDSM buswith n = 2 and A = 5.

Suppose now that the Markov process of the example 3 is trans-
mitted through this bus. From the diagrams of Figure 3 and Figure
4 we can easily calculate the average energy per channel use to be

E,(X) = 1.18-¥3,C,. The entropy rate of the process is
H(X) = 1.02 (i-bits per bus use) and therefore it has energy per
transmitted i-bit equal to E,(X) = 1.15- ¥3,C, (Joule per bit).

This must be compared to the energy per i-bit when the bus is
completely utilized. This is exactly the case that the uniform i.i.d.

process U is transmitted. Again, from expression (3) we calculate
E,(U) = 55-V3,C, . Since two i-bits are transmitted at each

bus use we also have that E,(U) = 2.75 - ngCL (Joules per bit).

The table below summarizes the entropy rate (in i-bits per channel
use), the utilization of the bus, the average energy per channel use

(in Vg 4C, units) and the average energy per transmitted i-bit (in

Vf,dC ', units) of the two processes X and U.

H p Eav Eb

X: | 102 | 0501 | 118 | 1.15

2 1 35 | 275

Table 1: Information rate & energy rates of the processes X, U



2. MINIMUM ENERGY PER I-BIT TRANSMITTED
THROUGH A NLFS CHANNEL

In example 4 the process X carries data with an energy cost per i-
bit less than the half of that of U . On the other hand, the bit rate of
X is about the half of the bit rate of U. In most communication
channels, like buses, data must be transmitted at a given rate, or
equivalently the channel must be utilized by a given factor. It is
natural to ask the following question:

What is the minimum energy required per i-bit transmitted through
a NLFS channel when the channel is utilized by a factor o ?

Mathematically the problem is to find E; (o) with 0<a<1:

Ey(X) (6)

Ey(a) =  min
pX)=a

with X being stationary (or a more general process). The answer is
given by Theorem 1. The details of the proof can be found in [5].
Theorem 1: For a NLFS channel utilized by a factor o. € (0, 1]
the minimum energy per i-bit is given by equation (7)1 with ¥
being the unique non-negative number satisfying (8):

E;(a) _ l/logzl(e) @
- ———
ﬁln(ln(u(v)))
= _logy(e) , 9 [In(u(y)
« H oo ¥ W[ Y ] ®

The number W(Y) is the maximal positive eigenvalue of the

matrix: W(Y) = [e"YE(w—")]w,zeA~

Example 5: The minimum possible energy per i-bit transmitted
through the bus of example 4 when the bus is utilized by a factor

a = 0.501 is indeed 1.15- ¥3,C; . One of the stochastic pro-
cesses achieving this bound is the one generated by the informa-
tion source of Figure 3.

In the following example we demonstrate the result of Theorem 1
for the cases of some DSM buses.

Example 6: In Figure 5 we see the minimum possible energy
per i-bit communicated through DSM buses as a function of their
utilization. The buses have n = 2,4, 8, A = 5 and structure as in
Figure 1. For total utilization, o = 1, the minimum possible
energy per i-bit is 2.75- V‘%dCL. This is exactly the expected

energy per i-bit when i.i.d. and uniform data is transmitted. For uti-
lization slightly less than one there is a steep drop in the energy/i-
bit. The slope is infinite at & = 1. Thus, insignificant sacrifice of
bit rate results to a significant reduction in energy per i-bit (see

Theorem 2 for the achievability of E I: (o) ). The energy/i-bit is cut
to half for utilizations 0.683, 0.734 and 0.765 when n = 2,4

1. There is one exception: if there are some ¢, 1, z € A s.t.

E(w—z) = c+n, -1, then £y () = ¢/(0-H )

max

I-87
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Figure 5: Minimum achievable energy per transmitted i-bit
through DSM buses with n = 2,4, 8, A = 5 and utilization ¢ .

and 8 respectively. When the utilization approaches zero, the
energy/i-bit approaches zero as well. Therefore, by reducing the bit
rate appropriately, data can be transmitted at as low energy/i-bit
as is desired.

Some of the aforementioned energy properties of buses hold for
the general case of NLFS channels that have non-trivial transition
costs i.e. - when information cannot be transmitted at no cost.

2.1 Buses with isolated lines - The Entropy Bound
In the case of buses with isolated lines, i.e. A = 0, that are cou-

pled to ground through capacitances of the same size, C,, the

-1 V2.C
result of Theorem 1 simplifies to: Ej(at) = %—a(g) - —d%.
The function A~': [0, 1] = [0, 1/2] is the inverse of the binary

entropy function & when restricted to the domain [0, 1/2]. This
special case was also established in [3]. We call this bound, the
Entropy Bound and we note that it is independent of the number of
lines. This is in contrast to the case that there is coupling between
the lines as shown in Figure 5 for DSM buses.

Entropy Bound (decoupled lines)
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Figure 6: The entropy bound on the energy/i-bit for
decoupled lines as a function of the bus utilization o .



3. ASYMPTOTIC ACHIEVABILITY OF THE MINI-
MUM ENERGY/I-BIT USING CODING

Consider the transmission of a process X of entropy rate H(X)
through a NLFS channel that has capacity H,, > H(X) . The pro-
cess utilizes the channel by the factor p(X) = H(X)/H,,, there-

fore Theorem 1 implies that in average, an amount of energy equal
or greater to E;(p(X)) is needed per transmitted i-bit. We ask:

Is it possible to encode the random sequence X before transmit-
ting it, so that the average energy required per i-bit is as close to
the minimum, E, ;(p(X)) , as desired?

Theorem 2 answers the above question affirmatively for the case
that X is stationary and ergodic. The details of the proof are avail-
able in [5].

Theorem 2: A stationary ergodic process X of entropy rate
H(X) can be encoded and transmitted through a NLFS channel of
capacity H, > H(X) at an average energy cost per i-bit arbi-

trarily close to Ep(H(X)/H,,).

The situation is illustrated in the Figure below:

NLFS
X Y Y X
Encoder channel of Decoder
capacity: H,,

H(Y) = HX) Ey (V)= Ej(H(X)/H,,)
Figure 7: Optimal energy reduction coding for NLFS channel.

Theorem 2 shows that the limit E ; (H(X)/H,,) is asymptotically

achievable using coding. For a practical design though, the power
consumption of the encoder and decoder must be taken into
account as well.

4. DIFFERENTIAL LOW-WEIGHT CODING

A class of practical, simple differential coding schemes that can be
used to reduce the power consumption in DSM buses is shown
below.

DSM BUS
X(k) X(k)

Y(k)
A

Figure 8: Simple differential coding for deep-sub-micron
buses asymptotically achieving the entropy bound.

The scheme encodes the m input bits, vector X(k) , into the n bits
of vector Y(k) that is transmitted through the (extended) bus,

(n>m). The function F is chosen so that the 2™ input vectors

are mappedina 1 —1 fashion to 2™ vectors of length n that have
minimum possible Hamming weights. Low Hamming weight
codewords have been used in different contexts in [8] and [9]. The
two sequences X and ¥ are related as,

Y(k) = Y(k-1) @ F(X(k)) ®

It can be shown that for i.i.d. uniform input data X, the energy per
i-bit transmitted through the bus is ( [5]):

Eb(y)zw_”).b'b(x)
m/n

where Ej(X) = (1+ 20) V?ddCL/4 is the energy per bit when the

data X is transmitted uncoded. The equality holds asymptotically
when n— o and m/n approaches a utilization o . Figure 9
shows the energy reduction using the scheme of Figure 8 for dif-
ferent values of n and bus utilizations m/n .
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Figure 9: Energy reduction by differential low weight coding.

5. CONCLUSIONS

In this work we gave the minimum possible energy per i-bit
required for communicating through noiseless finite-state channels
at a given rate. We showed that this energy per i-bit is asymptoti-
cally achievable using coding. The general results were used to
characterize the energy/i-bit vs. bit rate behavior of deep sub-
micron buses. A simple differential coding scheme that achieves
significant energy reduction was proposed.

References

{11 D. Marculescu, R. Marculescu, and M. Pedram, “Information theo-
retic measures for power analysis,” IEEE Trans. Computer-Aided
Design, vol. 15, pp. 599-610, June 1996.

[2] N.R. Shanbhag, "' A mathematical basis for power reduction in digi-
tal VLSI systems", IEEE Trans. Circuits Syst. II, Vol. 44, pp. 935-
951, Nov. 1997.

{3] S. Ramprasad, N. R. Shanbhag, and I. N. Hajj, “Information-Theo-
retic Bounds on Average Signal Transition Activity,” /EEE Trans. on
VLSI, Vol. 7, No. 3, Sept. 1999.

[4] M. Stan, W. Burleson, “Low-power encodings for global communi-
cation in CMOS VLSI”, /[EEE Transactions on VLSI Systems, pp.
444-455, Vol. 5, No. 4.

[5] P. Sotiriadis, V. Tarokh, A. Chandrakasan, “Information Theoretic
Treatise of Energy Reduction in Deep Submicron Computation Mod-
ules”, Submitted to the IEEE Transactions on Information Theory.

[6] D. Sylvester, Chenming Wu, “Analytical modeling and characteriza-
tion of deep-submicrometer interconnect”, Proc. IEEE, Vol. 89 Issue:
5, pp. 634 -664, May 2001.

(71 P. Sotiriadis and A. Chandrakasan, “A Bus Energy Model for Deep
Sub-micron Technology”, To appear in the IEEE Transactions on
VLSI Systems.

[8] I. Tabor, “Noise Reduction Using Low Weight and Constant Weight
Coding Techniques”, Master thesis, Dept. of EECS, MIT, May 1990.

[9] M. Stan, W. Burleson, “Limited-Weight codes for low-power 1/0”,
Int. Workshop on Low-Power Design, Napa, CA, 1994.



	Index: 
	CCC: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	ccc: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	cce: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	index: 
	INDEX: 
	ind: 
	Intentional blank: This page is intentionally blank


